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PREFACE
s the nucleus of the theory of abstract measures and integrals

is a generalization of the Lebesgue results, this theory must 
naturally be of rather new date, and actually the whole 
development has taken place in the present century. Funda­
mental works by Radon and Frechet'* had shown the pos­
sibility of transferring the Lebesgue integral to the abstract 
space, and had shown the fact that this new notion thereby 
acquired the greater part of the properties of the Lebesgue inte­
gral; although it was, of course, impossible to prove for this new 
notion the properties intimately connected with the metrical struc­
ture of the Euclidean space. After these works the theory 
developed rapidly, and out of the great number of papers 
whose results have been of the greatest importance for the 
rounding off of and the high stage reached by the theory to-day, 
we shall mention only those of Bochner, Daniell, Nikodym, 
and Saks. In 1933 appeared a monography by Stanislaw Saks 
about the theory of integrals in the Euclidean space, as well 
as in the abstract space2). Later on B. Jessen has given a con­
centrated description of the theory in a series of articles in 
“Matematisk Tidsskrift”3\

It is the purpose of the present paper to investigate some 
problems of existence in the abstract space or—to say it more 
precisely—to study more closely the set of values of certain 
functions of a set whose defining region is a collection of subsets 
of the abstract space.

The paper is divided into four parts. Owing to the fact that 
the theory of measure and integral in an abstract space is of

1) Radon [1]; Ebéchet [ 1 J.
2) Saks [1], [2].
3) Jessen [1]-—[5].

1 *
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relatively recent date, and further because the terminology used 
is not quite fixed, we have considered it natural as well as 
necessary to give a rather detailed account of those parts of the 
theory underlying the further description. This account consti­
tutes the first part of the paper. The special types of classes 
of sets, which will be treated in the following, will be in­
troduced, and the special functions of a set, contents and 
measures as well as the most important theorems on these, 
will be mentioned. In the same section we shall, furthermore, 
briefly treat the important theorem on extension, slating how a 
content must be constituted in order to be extensible to a 
measure. After this will follow a description of the definite 
integral of non-negative functions. The two notions, an absolutely 
continuous and a singular function of a set, will then be intro­
duced, and the important theorem on the unique decomposition 
of a function of a set in an absolutely continuous and a sin­
gular part (the Lebesgue decomposition) will be proved for a 
special case. As a help in the proof we shall make use of the theo­
rem on representation of a function of a set as a difference be­
tween two measures (the Jordan decomposition). Finally we 
introduce in the last section of that part the indefinite integral; 
and the theorem of Badon-Nikodym on the necessary and sufficient 
condition of the possibility of writing a function of a set as an 
indefinite integral, is quoted; whereas the proof is given only 
for a special case essential for the following problems.

The first section of the second part contains an account 
of already well-known results regarding monotone functions1). 
The notions, the variation Vr, (.r t, .r2) and the total discontinuity 
I). (,rt, .r2) of a monotone function f(x) in an interval (æ1, .r2) 
are introduced; and the proof is given for the theorem on 
decomposition of a monotone function /'(¿r) into two addends 
</(.r) and h (x), one of which is continuous, whereas the other 
has in any interval a variation equal to its total discontinuity 
(which again is equal to the total discontinuity of the original 
function on the interval considered). In the next section we shall 
deal with theorems on functions of a set defined in the Borel 
class on the axis of the real numbers. It is well-known that 
the Borel class is the smallest totally additive ring, containing 

0 A detailed treatment is given in Carathéodory [1], 
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all half open intervals of the form [n<x<bj. It will be discussed 
on what conditions the function of an interval can be extended 
to a measure defined in the Borel class. Finally we shall con­
clude the second part by giving in its last section some con­
siderations of the region of value of certain special types of 
functions of a set, whose defining region is the Borel class of 
the interval (0,1).

In the third part we first prove an auxiliary theorem on con­
vergent series with positive terms. It is proved that the set of 
numbers, whose elements arc all finite or enumerable partial 
sums of such a series, is a closed set. By application of this 
theorem, we can in the next section of the third part prove 
the set of numbers, whose elements are the values taken by a 
bounded measure, defined in the Borel class of the interval (0,1), 
to be a closed set. In the third section of this part one of the 
main results of this paper will be obtained. It is here shown 
that a bounded measure, having as defining region a class of 
sets consisting of subsets of the abstract space, and having the 
space itself as element, has the same property as the bounded 
measure of the Borel class, i. e. that the set of values is a closed 
set. As our chief means to prove this we make a representation 
from the class of sets in question in the abstract space on the 
Borel class of the interval. This representation can to some 
extent be regarded as a generalization of a well-known construc­
tion by Peano1\ The fact that we work in this paper especially 
with the Cantor set is of no consequence except its being the 
most fitted for our purpose. Many other methods of representa­
tion might have been used without essentially complicating 
the proof.

In the fourth part we shall regard pairs of bounded measures 
(y(A), ip (A)) instead of one bounded measure, thus extending the 
theorem proved in the preceding part. Suppose both measures to 
take on the value 1 on the abstract space E, i.e. tp(E) = ip(E) = 1, 
and the point (<p(A), ip (A)) will for every A belong to the unity 
square. It is proved that if the measures have the same defining 
region A, then the set of points defined by (y (A), ip (A)) will be a 
closed set. The proof takes place in several stages. The theorem

B Cf. Hilbert [lj; Jessen [6j; Lebesgue [1J; F. Biesz [1]; de la Vallée- 
Poussin [1].
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will first be proved for y and as bounded measures defined in 
the Borel class of the interval (0,1). By application of the theo­
rem on decomposition of monotone functions this case can be 
retraced to two simple fundamental cases, which will then be 
dealt with separately. The first, which—rather imprecisely ex­
pressed—corresponds to the purely discontinuous elements of 
the monotone functions, is dealt with quite simply by appli­
cation of the theorem on the convergent series of positive terms. 
The other, corresponding to the continuous elements of the 
monotone functions, is somewhat more complicate and requires 
a certain chain of constructions. After having proved the theorem 
for measures defined in the Borel class, we can then in the 
last section very easily transfer it to the abstract space by means 
of the same method of coupling which we used in the third part.

The paper is concluded with some remarks on the questions 
of the axiomatic theory of probabilities and the applications 
thereof, which have suggested the problems of this paper to 
the author.

Concluding this paper, I wish to express my warmest thanks 
to Professor Børge Jessen, and to Professor Richard Petersen, 
who have both taken interest in my work. I also thank Miss 
B. Ehlern-Møller, M.A., for the translation into English, and 
Niels Arley, Ph. I)., for reading the proofs.



PART I.

On measure and integral in abstract space.
1. Classes of sets.

Given a set E, containing at least one element. We shall to 
denote the elements of E use the letters x, y, z, •••, and to 
denote subsets of E the letters A, B, C, • • - . As subset of E we 
shall especially consider the empty set, which in the following 
will be denoted by 0. xeA will denote that the point x belongs 
to the set A. AczB denotes A to be a (not necessarily proper) 
subset of IE Given a sequence of sets, be it finite At, A2, • • -, Ak 
or infinite A1? A2, • • - , Ak, • • - , then At4- • • • 4-^*» respectively, 
At A A2 4- • • • + Ak 4- ■ • • or S An will denote the set of elements 

n
belonging to at least one of the sets An and will be called the 
sum of the sets Ax, • • ■, Ak, respectively, At, A2, • • ■, Ak • • ■. When 
we especially write 2’ An or Ax + A2 + ••• + Ak, respectively, 

n
Aj + A2 + • • • + Ak + • • •, it is to be understood from the 
symbol that no two sets An have a common elements. ®AfI 

n
(or II A A or Aj • • • Ak, respectively, At A2 • • • Ak • • • will denote 
\ n /
the set of elements belonging to all sets An, and will be 
termed the product (the common part) of the sets A15---, Ak 
respectively At, A2, •••, Ak, The symbol A — B is only 
to mean anything when BcA, and is then to denote the set 
of elements belonging to A, but not to B. We shall call 
E — A the complement of A.

In the remaining part of this section we shall deal with 
classes of sets. A class of sets is a set whose elements are 
subsets of E. To denote classes of sets we shall use German 
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capital letters Qf>, • • •. A e will denote that the set A belongs 
to the class of sets A class of sets is called additive, re­
spectively multiplicative, if At + A2, respectively AtA2, belongs 
to ft, whenever Ax and A2 both belong to ft. It is called subtractive, 
if At — A2 belongs to ft, whenever Ax and A2 both belong to . It 
is termed totally additive, respectively multiplicative, if ®A , re- 

n 
spectively ®An, belongs to ft, any An belonging to ft.

n
After these preliminary remarks it is now possible to set up 

the two following important definitions:
A class of sets ft iS called a ring, if it contains at least one set 

and is additive and subtractive.
A class of sets ft called a Borel ring, if it contains at least 

one set and is totally additive and subtractive.
It is immediately evident that any Borel ring is a ring. 

Suppose A — ®An, and it will be clear from the relation
II

= 4-S(A-.4„), (1,1)
n n

which is valid whether the number of the sets is finite or 
enumerable, that any ring is multiplicative, and that any Borel 
ring is totally multiplicative. Finally we shall mention that the 
smallest possible extension of a given set ft into a Borel ring 
is obtained as the product of all Borel rings, containing ft. For 
this product is easily seen to be a Borel ring itself.

2. Functions of a set.

A function whose defining region is a class of sets ft, and 
whose values are real numbers (—oc and + oc inch), will be 
called a function of a set. To denote the latter we shall in the 
following use Greek small letters. A function of a set g defined 
in ft will be termed additive, if g (At+ • • • + A.) = g. (At) + • • • 
+ ju-(A/.), when Aneft for n = 1 , 2, • • - , /<■ and At+ • • • + AÅ. eft. 
In analogy g will be called totally additive, if g (A A ) = A// (A ), 
when all Aneft and 2'Aneft.

n
On functions oí' a set we now give the two following defini­

tions :
A function of a set g, defined in ivill be called a content, if
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1) $ is a ring.
2) 0 < g (A) < oc for every A efs.
3) g is additive.
4) to any Attf there corresponds a set ®An, where all Are^

n
and p(An)<oo for all n, such that A<r.&An.

n

A function of a set p, defined in % is called a measure, if
1 ) 5 is (l Borel ring.
2) 0 <// (A) < oc for every Aeft.
3) p totally additive.
4) to any At'f’s there corresponds a set &An, where all AnE$

n
and /z (An) < °c for all n, such that AcSAn.

Il

For a content p defined in the following theorems hold true 
O («(0) = 0.

II) p(A)<p(B), when AaB and Ae$, Be A-
III) p (B — A) = p (B) — p (A) when Aand Ju(A)<oc.
IV) p (Ax + A, + • • ■ + An) < p (At) + p (A2) + • • • + p (An)

when A. for z = 1,2, , n.
V) jtz Ao\ >-Ù( Art) when all AnE$ and 2\4ns^.

\n / n n

A measure being a content as well, the same theorems, I—V, 
hold true if p is a measure; further we have in that case the 
following theorems

VI) /zA ) < 2>(An) when all AnE$.
\ n I n

VII) pd&A\ — lim p(An) when AjCAjC ••• and all AnE^.
\ n ; n

VIII) p /T A A = lim/z (An) when At o A2 => • • •, ¿z (At) < oc
\ n n

and all A e$.

As the proofs of these theorems I—VI must be considered 
evident, we shall in this account confine ourselves to prove 
the theorems VII and VIII. From AjCAgCi--- it follows that

® An — Ai 4- (A2 — Aj) + (Ag — A2) + ■ • • + (An—An_i) + • • •,

and hence 
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— (A) + (^2 — ^1) +•••+/< (An - ^n_t) +••• — 
lim (¿z (AJ + /i (A2 — AJ + •••+/'(An —An__t)) = 

n
lim /* (An), 

n
and the proof of VII is completed.

From A, zA2dA3d • • • follows At — A2c At — Agcz • • •. Since 
p (At) < oc we get

Z* (Aj -®Anj = (AJ- //^Anj,

and, furthermore, since ®(At— An) — AL — ®An, it follows from 
VII that

^¡A{ — ^An\ = lim(Aj — An) = p (Aj —lim/z (Aj.
\ n / n n

Taking these equations together, we obtain

pA \ = lim/z (An),

and the proof of VIII is completed.
As conclusion of this section we shall mention an important 

theorem of extension, which tells how a content must be con­
stituted in order to be extensible to a measure. We must, however, 
first specify the latter notion. Let p be a. content defined in 
and jU* a measure defined in $*. We then call /z* an extension 
of p, if every A, belonging to also belongs to $?*, and 
//(A) =/¿* (A) for any Ae$. It is obvious that /z must satisfy 
the condition of being totally additive, if it shall be possible to 
extend p into a measure. This condition is, however, also suf­
ficient, the theorem being as follows:

Let p be a content defined in This content can be extended to a 
measure p* defined in A, when and only when p is totally ad­
ditive. One of the possible extensions is the most restricted one, 
i. e. any other extension is an extension of this.

Without entering into the proofs, we shall indicate how the 
most restricted extension, mentioned in the theorem, arises. Let 
5* be the smallest Borel ring containing $. For every Ae$* 
we put

/z*(A) = lower bound 2'/z(An), (2,1)
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where the lower'bound is to be taken over all 2'ju(An), A e$ 
n

for all n and A cz ®An. This function of a set defined in 
n

will then be a measure.
For certain applications it is of interest to note that a 

content // defined in where /¿(A)<oo for any Ae$, is totally 
additive, when and only when it is valid for any sequence 
of sets At=)A2o •••, where all Are^ and ©An = 0 that 
lim^(An) = 0.

n

3. The definite integral of non-negative functions.

In the following we shall deal with functions in E, whose 
value region consists of real numbers, —oo and + oo included. 
By If] we shall denote the defining region of f, i. e. the set of 
xzE for which f is defined. The set of those xt[f], for which 
f> a will be termed [f> a\. It is now evident what is to be 
understood by the symbols [f"> a], [/■<«], [/<«], If = «] etc.

Now suppose a Borel ring $ to be given. The function fis said 
to be a function on if the sets [f], [/■><!], [/>«], [f<a], 
and [/*< a] belong to 5 for any a. These conditions can be 
considerably reduced. Thus for instance f will be a function 
on if the sets [f] and [f>r] belong to $ for any rational r.

If f is a function on , we see that [f = since
[/■=«] = CAS °]

We shall further note that simple calculations with func­
tions on $ will again lead to functions on

By fA we shall denote the contraction of f to A, i. e. the 
function defined in A, for which fA(x) = f (íc) for any íce A. 
If f is a function on the Borel ring and Ae$, then also fA 
will be a function on as we have e. g.

After these preliminary observations we may now go over to 
discuss the definite integral of non-negative functions.

Let « be a measure defined in and let f be a function 
on which is non-negative, and takes on a finite or at most 
an enumerable number of values. vn denoting the values taken 
by f, the set [/= nJ will belong to for any n. We now 
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put i — i>np([f = nJ), when this product exists, and i — 0, if 
either u = 0 and pdf = p |) = ex, or un = ex? and p ([f = Pn]) = 0 •

The definite integral of the function f with respect to the measure 
p, 1(f), mitt then he defined by

¡0) = n

Next let /'be a function on which is non-negative. Together 
with /' we shall consider all functions g on where [g] = [f], 
which are non-negative, and which take on a finite or at most 
enumerable number of values, and for which g<f for every 
¿re[/’]. The function g = 0 is an example of such a function. 
We then put

1(f) = upper bound 1(g).

Similarly we introduce

1(f) = lower bound 1(h),

where h runs through all functions on where h] — [f], which 
are non-negative, and which take a finite or at most an enumer­
able number of values, and for which h^f for every .rE[/]. 
The function /1 = oc is an example of such a function. It is 
now easily seen that we have

/(/■) = /(/').
For if we choose a number a, 1 < a < ex,, and put

0 for xe[f = <1 ■

/■„CO = a" for ,te [a” < /’< a" + l], n 

oc for .i‘E [f = ex,],

then the function fa(x) is a g-function in the above sense, 
and the function af (x) is an /i-lunction. Thus we have

/(/„)</(/)

and furthermore (cf. theorem II page 13)
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From these inequalities it follows that

I(f)<al(f)

giving for a 1
/(/)</(/■)

which in connection with the trivial relation

/(/■)</(/■)

gives the result wanted.
Thus we have been led to the following definition:
The definite integral of the function f with respect to the measure 

y, 1(f), is defined by the common value of 1(f) and 1(f)

1(f) = 1(f) = 1(f).

If 1(f) < oc we shall call the function /' ¿¿-integrable1). If f is 
such a function, and A is a subset of [f], belonging to we write

1) If a function f is ¿¿-integrable, we have y[f=oo] = 0-, thus the func­
tion is finite, at most with the exception of a zero-set.

Á

and call this quantity the integral over the set A of the function /' 
with respect to the measure y.

For the definite integral introduced above a number of theo­
rems are valid, of which we shall mention the following ones:

I) f(/)^0, and the sign of equality holds true when 
and only when y [f> 0] = 0.

II) I(cf) = cl(f) for every c>0.

III) If [f] = JAn, where all Ane^, we have
/(/) = //(<).

n 11
IV) If If] = [»] then I(f+g) = I(f) + I(g).

V) If [f] = [ÿ] and f<g then I(f)<I(g), and the sign
of equality holds true when and only when we have
either 1(f) = oc or 1(f) < oc and y ([/< <?]) = 0.
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VI) If [/'J = [f2] = • • • and AS/2S * • • then 
/(lim fn) = lim I(fn).

n n

VII) If [/J =[/2] = ♦•• then /(lim inf/"J < lim inf/(/J.

4. Absolutely continuous and singular functions of a set.

Let 5 be a Borel ring for which /:e^, and let /¿ be a measure 
defined in We shall then introduce the following definitions:

A bounded totally additive function of a set y defined in $ 
is called //-continuous, if y (M) = 0 for every set Mtif for which 
/¿ (A/) = 0.

A bounded totally additive function of a set y defined in 
called fi-singular, if there exists a set A7e§ with f¿(N) = 0, such 
that y (A) = 0 for every set Ae^, which is a subset of E—N.

If a function of a set y is both //-continuous and /¿-singular 
it must vanish identically. This is seen as follows. For every 
Ae$ we have

y (A) = y (AN + (A - AN)) = y (AN) + y (A—AN).

From ft(N) = 0 it follows that /¿(AN) — 0 and hence further 
that y (AN) = 0. Since A — AN c E—N it next follows that 
y (A — AN) = 0. We thus have y (A) = 0 for every A¿$.

Further it is evident that if y is absolutely continuous (re­
spectively singular), then also cy (c constant) will be absolutely 
continuous (respectively singular), and if yt and y2 are absolutely 
continuous (respectively singular), then also y^A-y^ will be ab­
solutely continuous (respectively singular).

The following important theorem on decomposition is true 
for functions of a set:

A bounded totally additive function of a set y defined in $ can 
in one, and only one, way be written in the form 

V = + ys »

where yk and ys are bounded totally additive functions of sets defined 
in 5, and yk is /¿-continuous, and ys is /¿-singular.

This theorem being of particular interest for our later ap­
plications of the theory we shall give the proof of it in the 
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special case, which we are to apply later on, namely, where ¿¿ 
is bounded, and y is non-negative.

The fact that the decomposition can at most be carried out 
in one way is seen as follows. .Suppose

ÍP = ri- + ^ = Vk + <f>'s >

where cp'k and (j>k are absolutely continuous, and cp's and are 
singular. We then have for every Ae^'

f ft ff t a.

^k-^k = ys-ys = ? -

According to previous remarks y* is itself absolutely continuous, 
being a difference between two absolutely continuous functions 
of a set, and analogously it is obvious that ÿ* is singular. 
Hence y* is identically zero, which was to be proved.

We shall now first observe that if the decomposition is pos­
sible, the set ¿V corresponding to <jps will have the following 
property: From Ae^, AcE —N, and ¿¿(A) — 0 it follows 
that y (A) = 0, because ¿¿(A) = 0 implies yk (A) = 0, and from 
Ac£—N it follows that ÿs(A) = 0. Conversely, if it is possible 
to find a set Ne$ with (N) — 0, such that Ae.$, AcE— N, 
and ¿¿(A) = 0 implies that y (A) = 0, then decomposition will 
be possible. This is seen as follows: For every Ae^ we have

y (A) = y (A—AN) + gp (AN)

We can prove the function of a set (A) = y (A — AN) to be 
¿¿-continuous. Suppose Ae$ and ¿¿(A) = 0. Hence A-AATcE—N 
and [i(A — AN) = O.Thus we get yt (A) = 0. Next we can prove 
cp2 (A) = y (AN) to be ¿¿-singular with N as corresponding set. 
From Ae^ and Ac/?—N follows that AN = 0 and hence 
y2(A) = y (0) = 0. Now the theorem will have been proved, if 
we can show the existence of a set N having the properties 
mentioned1^.

Il will be natural in the course of the proof to form two 
auxiliary theorems.

1. $ being a class of sets, and y being a bounded function of

O Hence we further see that qp(A)^O implies that yk (A) >.0 and ys (A) > 0 
for every Ae^.
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a set defined in we introduce the functions of a set y and y 
by the definitions

ÿ (A) = upper bound y (B)

<¡P (A) — lower bound y(B),

where B runs through all subsets of A. We then have the fol­
lowing lemma:

A totally additive bounded function of a set y, whose defining 
region z.s a Borel ring, may be written in the form

y = ÿ+y

where y and —y are measures1*.
We shall not in this place give the proof of this theorem, 

as it does not imply much new, but let it suffice to remark 
that with the conditions stated in the theorem it will be true 
for ever}7 Ae^, since y (0) = 0, that

y (A) < 0 < ÿ (A).

2. The other lemma is as follows:
Let A be a Borel ring, containing E, and let y be a bounded 

totally additive function of a set defined in $. E may then be de­
composed into the form

E = E+ + E~,

where E+ and E~ both belong to $, and such that

y(E ) = 0 and ÿ (E ) = 0,

i. e. y (A) > 0 for every Azfs, which is a subset of E and y (A) < 0 
for every Ae^ç, which is a subset of E .2)

As a consequence of the meaning of y (E) we may for every 
n (n — 1, 2, 3, • • •) choose a set An such that

y (^n ) < y (£) + gñ •

1) y and y are both bounded.
2> This decomposition is usually not unique.

(4.1)
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and hence

— (f being a measure, we next have

y(^n) = ? UO “iP Mn )’

with (4,1) giveswhich together

In analogy we get

Next we put

have for any pThus we

1

since

i. e.

derivedBy means of theorem VI, page 9, it is that

(4,2)

If we now introduce

we get

2

1
?

1
2n ’

1
2 n

')<2n+p

n + p • 
P

Let A+ = E — A„ , and we have n n

oc 1
y ----- 

on + p
p = 1 2

E = E+ + E ;
D. Kgl. Danske Vidensk. Selskab, Mat.-fys. Medd. XXI, 9. 
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a decomposition of E having the properties mentioned in the 
theorem. For we have, again by means of theorem VI page 9,

-y(£+) < = o
• n

and consequently
y(E+) = 0.

Since E~cz and applying (4,2) we see that

ÿ (£T) < ÿ (B“) <

is true for any n, and consequently

ÿ(E_) = 0.

After these preparations we can easily establish the proo f 
of our main theorem. For every zi (n = 1, 2, 3, • • •)

z/7n = ÿ — n u

is a bounded totally additive function of a set defined in
According to our second lemma E may be written in the form

E = E+n+E~

where E* and En both belong to and such that

V^n(^n) = = °-

For every Ae^, where AcE„, we now have

^n(A)>0 i. e. 5p(A) zi^(A), (4,3)

and for every Ae$í, where AcEn,

i^n(A)<0 i. e. (f> (A) < n (A). (4,4)

Applying (4,3) on E* we get, due to E„ cz E,

5P (E) > <p (E*) > nft (E„ ).

Since (p (E) < oc we get
lim ft (E*) = 0. (4,5)
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If now
N = E-N^E-ÏÏE* =&E~, (4,6)

n n n

NcE^ holds true for any n, from which it follows that

0 </» (N) </t (E*),

which relation together with (4,5) gives

^(N) = 0. , (4,7)

Now let be a set having the properties AcE-N 
/i. e. according to (4,6) Ac <5AEn J and(A) = 0. Consequently 

we can show that y (A) = 0, because due to theorem VI, page 9,

$p(A) = y /®AEn

and since AEn <^En (4,4) gives

(A) < ^n^(AE-)-,
n

since /¿(A) = 0 we know, however, that ^(AE n) = 0 for any n, i.e.

(p (A) = 0,
q. e. d.

5. Indefinite integral.

$ being a Borel ring, containing E, p being a measure de­
fined in $ and / being a function /¿-integrable on § with [f] = E, 
we now introduce the indefinite integral by the following de­
finition :

The function of a set

y (A) = I(fA) =
A

is called the indefinite integral of the function f with respect to the 
measure p.

In the special case f > 0, we get for any Ae$

0 < ÿ (A) < y (E),
2
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since (fi (E) — I (f) < oo, and by means of the theorems I and 
III, page 13. The theorem III, page 13, further shows that y 
is totally additive. From p (A) = 0 it follows that /z [fA >0] = 0, 
and hence, further, that y (A) — 0. Consequently we see that the 
function y is /¿-continuous.

On the exact connection between functions of a set and 
indefinite integrals we have the following theorem :

A function of a set y, whose defining region is a Borel ring, 
is the. indefinite integral with respect to the measure p of a function 
f with [f] ~ E, which is p-integrable on $ when and only when 
it is bounded, totally additive and p-continuous.

We have seen above that / > 0 implies that y is bounded, 
totally additive and /¿-continuous. As we shall in the following 
chiefly consider non-negative functions of a set, we shall in this 
account confine ourselves to mention how the function f may 
be defined in the following special case:

For a function of a set y, which is non-negative, bounded, 
totally additive and p-continuous, and whose defining region is 
a Borel ring, and a bounded measure p, may be defined a function 
f on , which is non-negative and p-integrable, and where [f] = E, 
such that for every Ae$

<P (A) = $/(x)/<(</«).

For any a, 0 < a<c>o, we can determine a decomposition of E 

E

where E« and Ea both belong to , such that the function 
ip = y—ap has the properties

i. e.
= 0 and = o

fjp(A) > a/¿(A) for Asjy and AcE^ 

y (A) < a p (A) for Ae^y and AcE(;

(cf. the lemma page 16), and this decomposition may be carried 
out in such a way that the following conditions are also 
satisfied :
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O < =
2) E* o Eb+ for b > a

3) E* — <^Ea for a = upper bound {alt a2>’ ■ •}
n n

4) ^E+ = 0.z nn

(As to proof, see Jessen [3].)
For every xzE we shall now find the values of a for which 

x belongs to E*. These values will constitute a bounded closed 
interval. The fact that it is an interval is a consequence of 2), 
the fact that it is bounded is a consequence of 4), and the 
fact that it is closed is a consequence of 1) and 3). The function 
/’(r) is now introduced by the following definition

f(x) = max {a; xeE*},
a

or expressed in another way

reE* for 0 < a < f(x).

The function f for which [f] = E is finite and non-negative; we 
further see that [/' > a] = E& , from which follows that f is a 
function defined in $. Thus, for any Ae^ (fA) exists. Finally 
we shall show that

y(.4) = /(/,).

For thistpurpose it will suffice to show that the inequalities

/(») < y(A) < Z(h) (5,2)

hold true, when g and /? are functions on where [9] = [h] = A, 
which takes on only a finite or enumerable number of values, and 
for which g < fA and h > fA for any re A.

(p being totally additive, it will suffice to show the inequal­
ities (5,2) in the case of the functions g and h being con­
stant. Thus let g (x) = q and h(x) — c2 for every re A. From 
g (r) — Cj < fA for every reA it follows that Ac [f cj = E*, 
and hence further by means of (5,1) that

<f> W > (A) = 1 (g).
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From /? (æ) = c2 > for every .reA it follows that Ac [f< c] = Ec 
for any c<c2, and hence by means of (5,1) that

tp (A) < c/z (A) .

This inequality being valid for any c>c2we get

y(A) < c2fl (A) = 1(h)

and the proof is com fileted.



PART II.

On monotone functions. Functions of a set 
on Borel classes.

6. A theorem on decomposition.

The purpose of this section is to give an account of a theorem 
valid for monotone functions, a theorem which we shall apply 
in the following1). We shall confine ourselves to nondecreas­
ing functions, but this is of no significance, as analogous 
theorems are immediately seen to be valid also for non-increas­
ing functions. The non-decreasing functions are fixed by the 
following definition:

A function f(x) defined in a < x < b is called non-decreasing, 
if Aæi) for x2> xt.

Together with the function f(x) we shall consider two other 
functions, f(x) and fix), determined by the following definitions:

f(x) = upper bound f(£) (6,1)
a < § < x

f(x) — lower bound /(£). (6,2)
X < S < b

Hence the following inequalities are immediately seen to be true

/(æ) S f(x) S 7(æ) (6,3)

/(æi) < f(x2) for < x2 (6,4)

Â(æl) < f(æ2) f°r æi<#2. (6,5)

b Cf. Carathéodoky [1], 
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From (6,3), (6,4) and (6,5) the two functions /'(.r) and /’(.r) are 
seen to be non-decreasing.

We shall now show that /(.r) has in every point x a limit 
value from the left, /"(.r —0), as well as a limit value from the 
right, /’(.r-J-0) , and that

/■(.r-0) = /(.r) (6,6)

/•(x- + 0) = 7(r). (6,7)

In order to prove the first of these relations we must, consequently, 
prove that we can to an arbitrary e > 0 determine a ó >0 such 
that

f(x) í </'(ÿ) </(x) + é (6,8)
for

x — ö < î < X.

From (6,4) it is obvious that the right side of (6,8) will be 
time for every F<.r. From (6,1) it follows that we can find 
a point n<ÿt<.r, such that

/’(h) >/(^’) —f-

If ó — ,r — £t, the left hand side of (6,8) will, because of the 
monotony of f(x), be true for every £ of the interval x— ô<'î<x. 
In exactly the same way (6,7) is proved.

For every x we shall introduce the quantity S (x) by the 
definition

S(.r) = /•(.!■+ 0)-/-(.r-0) - /(x)-/-(x), (6,9)

and call it the saltas of the function in the point x.
/'(.r) is continuous in the point x (cf. (6,3)) if S (x) = 0 

for this value of x, whereas the function is discontinuous in 
the point ,r if S(a?)>0.

In the remaining part of this section we shall assume the 
function /(.r) to be bounded in the interval a<x<b, i. e.

/’(« + 0)>—oc and /(/? —0)<^c. (6,10)

We shall denote by An the set of the points x, a < x < h, 

in which 5 (.r) > — (n positive, integer). Of this set of points is 
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true that it is either empty or consists of a finite number of 
points. Thus let xlf x2, •••, x be p points of the interval 

a < xt< x2< ■ • • < xp< b, in which S’ (x) > — . We then have

/•(b-0)-/-(a + 0) > (/V>-0)-/■(.%• +0)) + ¿ (/-(x( + 0)-/-(x,-0)) 
i = 1

+ (/'(x1 —0) —/’(a + 0))>p-F (6,11)

and hence
P < n {f(h — 0) — f(a + 0)}.

This being so, it is easily seen that the set, A, of points of dis­
continuity of the function fix) of the interval a<x<b is at most 
enumerable, because

A = A1-j-A2-¡- ••• -j- An 4- •••.

For any choice of the two points xY and x2 of the interval 
a<x<b,xl<x2, we introduce the quantity V/fx1, x2) by the 
definition

V/x,, x2) - /-(x-2) - f(x,), (6,12)

and call it the variation of f(x) in the interval considered 
Furthermore we introduce the quantity D^(xx, xf) by the de­
finition

^(zpXa) = (/‘(xq + 0) —/(xq))+^S(í*¿)+(/(xo) —/"(xo —0)), (6,13) 
i

where the summation is extended over the (at most enumerably 
many) points of discontinuity of /(x) contained in the interval 
x1<x<x2. This latter quantity, /^.(xq x2), will be called the 
total discontinuity of f(x) in the interval considered 2).

By a transcription analogous to (6,11) it is clear that the 
following inequality holds true for every p concerned

S (£() Aæa — 0) — /'(xt + 0), 
t= i

1) It is immediately evident that V^Xx, ;r2) > 0.
2) For any choice of x’i and xz(xl<x2) is valid that Df(xx, ,r2)> 0.



26 Nr. 9

and hence
2>S(S,) S /■(x2-0)-/-(x1 + 0). (6,14)

i

Inserting (6,14) in (6,13) we obtain

Dr(æi ,x2) < (/'(xt + 0) — /(xO) + (f(x2 0) — f(xt 4- 0)) + (/(x2) — /(x2 — 0)) 

= A(æa) —/’U‘i) = ^(*p x2). (6,15)

Thus we see that the total discontinuity of an interval never 
exceeds the variation of the function.

From the definition (6,13) it is immediately obvious that

(xx, x3) = (x\, x2)+P/(x2, x3) (6,16)

for x1 < x2 < x’3.
After these preliminary remarks we can go over to the proof

of the important theorem of decomposition:
Let f(x) be a bounded non-decreasing function defined in 

a < x < b . This function mag then be written as

f(x) = g (x) + h (x), (6,17)

where both p (x) and h (x) are non-decreasing functions, and where, 
furthermore, g (x) is continuous, whereas for h (x)

Vh(xlf x2) = Dlt(xl, x2) = Z)/-(x1, x2) (6,18)

for any choice of x{ and x2, a<x1<x2<¿>.
We choose a fixed point x0 of the interval a<x<b and 

introduce a function h (x) by the definition

h (x) =

— D^{x, x0) for a < x < x0 

0 for x = x(J

Df.(x0 , x) for x0 < x < b.

(6,19)

We shall now prove the function thus defined to have the 
properties expressed in the relations (6,18).

By means of (6,16) it is immediately seen that for two arbitrary 
numbers x, and x2, xi<x2, we have
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æa) = ^(æ2) —/7(æi) = æ2), (6,20)

from which it particularly follows that h (x) is a non-decreasing 
function. (6,20) in connection with (6,13) gives

h (x2) — 7z (x\) < /’(æ!+ 0) —/(xj (6,21)

h (x2) — /i (xx) < f (x2) — /'(x2 — 0), (6,22)

and (6,20) in connection with (6,15)

h (x2) — /) (xj < f (x2) — f (xj). (6,23)

(6,21) being true for every x1<x2, we can deduce the following 
inequality

h (xt + 0) - h (xr) > f(x. + 0) - / (xj. (6,24)

Similarly we deduce from (6,23) that

h (Xi + 0) — h (xx) < /’(xj + 0) — /(xx). (6,2’5)

From (6,24) and (6,25) it follows for every x, a<x<b, that 

h (x + 0) — A (x) — /’(x + 0) —/(x). (6,26)

After the analogy of (6,26) we can deduce

h(x)-/z(x-0) = f(x)-/'(x-0), (6,27)

which in connection with (6,26) gives

h (x + 0) — /z (x -0) = f(x + 0) — /(x — 0). (6,28)

By application of (6,20), (6,26), (6,27) and (6,28) the definition 
(6,13) gives

(æl ’ æ2) -^y(æl, æ2) f /i (æl » æ2) •

Thus we see that the function h (x) has the properties expressed 
in the relations (6,18).

The proof will be complete, if we can prove the function

B The existence of h (xi + 0) is a consequence of h (x) being a non-decreasing 
function.
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.7 (ar) = /(ar) — h (ar) (6,29)

to be non-decreasing and continuous. From (6,29) we obtain

9 (æ2) — 9 (æi) = (Ä(æ2) — /'(æi)) — (/l (*2) — h (æi) ) »

which for aq < ar2 by application of (6,23) gives

9 (æ2) > 9 (æi) •
Thus we get

(/(ar + OJ-^ar-O) = (f(.r+0)-/'(ar-0))-(h(ar + 0)-h(ar-0)),

which by application of (6,28) gives

g (x + 0) = (7 (x — 0).

Since we, furthermore, (cf. (6,3), (6,6) and (6,7)) have the in­
equalities

<7 (æ — 0) < g (ar) < g (x 4 0)

the proof of the continuity of g (x) is completed.
We shall conclude this section with some remarks on the 

connection between the various decompositions of f(x). In case

/Gr) = g (ar) + h (ar)

is a decomposition with the properties mentioned in the theorem, 
it will be true (for every c) that

/■(ar) = («y (ar) + c) + (7ï (ar) — c)

will also be so, and thus all decompositions will be comprised. 
Let for instance

f(æ) = Î7i(æ) + /h(æ)

be a decomposition having the properties mentioned in the 
theorem. Then we can prove that /q (ar) = h (ar) — c (and hence 

(æ) = 7(æ) + c).
From (6,18) it follows that

(aq, ar2) T/^aq, ar2) ( /.^(aq, ar2))

for aq < aq which, if we substitute ar for ar2, gives
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h (.r) — li (tí) = ht (x) — ht (aq) for x > xr

or, if we substitute x for xt and for x2

h(xf) — h(x) = hl(xf) — ^(x) for x<xt.

Thus we have for every x, a < x < b,

h (x) = /?! (x) —(/q (xq) —/ztAq)) = /q(x)~ c, 

which was to be proved.

7. Functions of a set having the Borel class as defining region.

The set of points lying on the axis of the real numbers 
constitutes a set of points, which in this section will be called E. 
When we in this section speak of a set, it will be understood 
to be a subset of E. By an interval I will in the following be 
understood a set of points having the form [a < x<b], where 
a and b are finite. All the intervals form a class of sets $. The 
smallest extension of to a ring we shall denote by S. It is 
clear that this ring consists of the empty set together with all 
finite sums of intervals. The smallest extension of to a Borel 
ring will be called 23. This class of sets 23 we shall call the 
Borel class on the axis of the real numbers, and every set Ae23 
will be called a Borel set.

A function of a set cp defined in [y wiU be called a func­
tion of an interval. A function of an interval y will be called 
continuous from the inside, if for every interval I = [a < x < b] 
and for every sequence of intervals Z1(/2» '''> w^ere
I = [a < x < b ], b{ < b2 < • • • < b and lirn bn = b, we have 
that y (I) — lim<¡p(Zn). "

n
On the connection between functions of an interval and 

measures the following theorem can be proved:
A finite, additive function of an interval y can then and only 

then be extended to a measure y* defined in 23, when it is non- 
neyative and continuous from the inside.

We shall first prove the conditions to be necessary. From y* > 0 
for every A e23 it follows that y > 0 for every As‘J, i.e. ç> is non­
negative. From a < br< b2 < ■ ■ ■ < b and lim bn = b it follows that 

n
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® [bn < x < b] — 0, (7,1)
n

and hence further (see theorem VIII, page 9)

lim <p ([bn < x </>])= 0. (7.2)
n

Since
y ([a < x< Z?]) = y ([a < x< bn]] + y ([&n < x <&])

for every n, (7,2) implies that

lim y ([a < x < O — <p i[a < .r < b]}, 
n

i. e. y is continuous from the inside.
Next we shall prove the conditions to be sufficient. The ex­

tension can be performed in such a manner that we first extend 
to a content ip defined in ®, and then prove that this content 

can be extended to a measure (defined in 33).
For every set AeO) we put

ip (A) = 0 when A = 0

ip (A) = £ <p (7) when A = 7t + 72 + • • • + In.
i = i

The function of a set ip thus derived, is at once seen to be an 
extension of y to a content. If ip is totally additive, this content 
can be extended to a measure defined in 33 (cf. the theorem on 
extension page 10).

So our problem is to show that if Ax, A2 •••,A;j, 
is a sequence of sets, all belonging to and for which

mine a set B;¡cz An

ApA2z ■ • • z> An^ • • • and ip (An) > k> 0 for all 71, then
the set T)A isnn

empty (see page 11).

Since Ane® it can be written in the form

zl = V I a < x < b Xn ZL L np =
p

whereby1* is to denote that the number of the addends is finite.
(p being continu ous fro>m the inside, we can for every 71 deter-

1) It can easily be proved that this definition determines the function 
ip(A) uniquely.
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B — 5-1*[a < x < c L (a < c < b )n / , L np = npj ’ \ np rtp np)
P

such that

0.3)

If we put
Cn = Bt B2 • ■ • Bn,

we have CnaBn and Further we get

a„-c„<=(a1-b1) + --- +(A„-/y,

and hence, by means of (7,3),

V-O„-C„)<^+ ••• +^<*.

Since i//(An) > k, we see that Cn is non-empty for every value 
of n. In every Cn we may thus choose a point x , and by that 
get the sequence xt, x2, •••. Since Cn c AflcA1 for every
n, we see that this sequence is bounded. Thus it is possible 
to choose a convergent subsequence from it. Its limit point is 
called x. Due to Bn z> Cn Cn +1 • • • all the points xn, xn +t, • • • 
will belong to Bn, which will further imply that

XZ^lanp <T<

P
Thus we have

xe2' An,
n

i. e. the set ®An is non-empty, which was to be proved.
n

If the function of an interval in question for every interval 
[a < X < b] has the value b — a, we shall call the measure, 
obtained by the extension and having 53 as defining region, 
the Borel measure on the axis of the real numbers, and therefore 
33 will also be called the class of Borel measurable sets on the 
axis of the real numbers.

If f(x) is a finite function defined in E, it is possible from 
this to form a finite additive function of an interval by the 
following definition

9>([a <x<b]) = f(b)—f(a). (7,4) 
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Conversely it is possible to find to a finite, additive function 
of an interval y a function /’(x) defined in E, so that (7,4) 
is satisfied for every interval, and it is clear that the dif­
ference between two such possible functions f is constant.

The function of an interval </) is then and only then non­
negative, when it is valid for any pair of numbers (a, />) where 
a < b that f (a) < fib), i. e. when /(.r) is non-decreasing.We see 
furthermore that g is then and only then continuous from the 
inside, when f(.r) is continuous from the left for every rr.

Applying the theorem page 29 we now have:
To a finite function fix) defined in E me haue then and only 

then a corresponding measure defined in S3, so that

(jf [a < x< /?]) = f(b) — f(a)

for every interval [« <x<b], when fix) is non-decreasing and 
continuous from the left. This measure ÿ will be uniquely defined.

If Fix) is a function in 93 and Ae93, we denote the inte­
gral of Fix) over A with respect to the measure by

j¡ F fx) d f ix)
.4

or, if especially A = [a < x<b],

b
^F(x) d fix).
a

This integral is called the Lebesgue-Stieltjes-integral with respect 
to fix).

8. Functions of a set having 93, as defining region.

The set of points .r, belonging to the interval 0 < x < 1, 
forms a set of points, which we in this section shall denote by 
E}, and speaking in this section of a set, we shall always mean 
a subset of Et. The set of intervals [a < x < b], 0 < a< b < 1 , 
forms a class of sets . The smallest extension of to a ring 
we shall denote by and the smallest extension of to a 
Borel ring we shall call 93]. This class of sets 93] we shall call 
the Borel class of the interval (0,1). Il is evident that the theorems 
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formulated in the preceding section will still hold true, even 
if we confine ourselves to the interval (0,1).

Now suppose given a finite function / (x) defined in 0 < x < 1, 
which is non-decreasing and continuous from the left in every 
point. We may then (cf. the theorem page 32) uniquely deter­
mine a measure <p* defined in 531, such that

<?*([« <x<Z>]) = /•(/>)-/’(a) (8,1)

for every choice of a and b, 0 < a<b < 1.
In the following we shall put /'(0) = 0, which does not 

limit the generality of our investigation.
According to the theorem on decomposition (page 26) f(x) 

may he written in the form

/■(a:) = g (x) + /? (x), (8,2)

where g (x) and h (x) are non-decreasing functions, g (x) being 
furthermore continuous, whereas for b (x)

Vh(a, b) = Dh(a, b) = Df(a, b) (8,3)

for every choice of a and b, 0 < a<b < 1. This decomposition 
can, furthermore, be performed in such a way that g (0) = 0 
(and hence h (0) = 0)r and is in that case uniquely defined. 
Since / (x) was given to be continuous from the left and g (x) 
is continuous, it follows that /i (x) is continuous from the left 
in any point.

We can now uniquely determine two measures y* and y* 
defined in , such that

gp*([a < x< Z>]) = .gO?)—ø(a) (8,4)
and

9> 2 ([° S x < &]) — h (&) — (n) (8,5)

for every choice of a and b.
Regarding the connection between y*, tp* and y* we can 

prove the relation
y* — tp* (A) + ÿg (A) (8,6)

for every set AeSj.
1). Kgl. Danske Vidensk. Selskab, Mat.-fys. Meehl. XXI, 9. 3
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We only remark that the function of a set

<p*(A) + y*(A)

is a measure defined in 2^, and that, if A is an interval 
[a x<b], it will take on the value

SPÎ ([« S r< + <¡P2([a x<b]) = g(b) — g(a) + h(b)~h(a),

which by application of (8,2) can be changed to

5P* ([a < x<b]) + få([a < x<b]) = f(b) — f(a).

If we compare this result with (8,1), we shall see that the two 
measures <p* (A) and (A) + få (A) coincide in every interval. 
Consequently they are both an extension of the same function 
of an interval, and will naturally coincide for the whole of 23}.

We shall conclude this section with an investigation of what 
values the two functions of a set g/f' and <p2* can take on in 2%.

From OciAciE1 for every AeÏ^ it follows that

0 < få (A) < y*(Ei) = ><?(1),

and since g (x) is continuous, it will take on any value g0 between 
0 and <y(l) for at least one value of x, x = x0. If we choose 
A — [0 < x< x0] we get y* (A) = y0. Thus ive see that the values 
of få constitute a closed internal.

The points of discontinuity of the function h (x) (or, what 
is the same, of the function f(x)) form an at most enumerable 
set of points Ar = situated in the interval 0 < x< l.1) By 
the saltus at a point x we understood (cf. (6,9)) the quantity

S (x) — h (x + 0) — h (x — 0).

For the special case x = 0 we write

S (x) = h (x +0) — h (x).

1) The fact that the eventual points of discontinuity are situated in this 
half-open interval is a consequence of f(x) being continuous from the left.
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We shall now prove that we have for every set

ÿ|(A) = (8,7)

where the summation is extended over the—at most enumerably 
many—points of discontinuity for h(x), belonging to the set A.

We first note that the function of a set

(8,8)

is a measure defined in 2%. If, especially, A is an interval 
[a < X < b], we have

= h(b)-h(a). (8,9)

Applying (6,12), (6,13), and (8,3) we get

h (b) — h (a) = h(a+ 0) — h (a) *8(£f) + h (b) — h (b — 0),
I

where the summation is extended over the points of discontinuity 
situated in the interval a < x < b. Since h(x) is continuous from 
the left (h (o) = h(a — 0) and h(ti) = h(b — 0)), this may be 
written

h (/?) — h (a) = JT S (£,.) ,

and the proof of (8,9) is completed.
If we compare (8,9) with (8,5), we see that the two measures 

y* (A) and S (£f) agree in every interval. Consequently they 
£,.ea

are both an extension of the same function of an interval, and 
thus they must coincide in the whole of 23 x, and we have 
proved (8,7). The formula (8,7) may also be written

y*(A) =^S(^). (8,10)
¡¡¡EAN

If the set A consists of only one point a, we get the special case

y*(.4) = .S'(a). (8,11)
3'
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Thus we have realized what values the function y* can take on. 
If the number of points of discontinuity of the function f(x) 
is finite : , £2, • • •, £n, respectively enumerable , $2 > ' ’ ‘ , • • •,
the values of will be all numbers of the form

ei S (£1) + e2 (£2) + ‘ • • + en >S' (sn), (8,12)
respectively

el $ ($1) + e2 $ (£2) + ■ ’ ■ + en $ (?n^ + ’ ’ ’ > (8,13)

where the e’s independently of each other take on the values 0 or 1.



PART III.

A theorem on bounded measures in 
abstract space.

9. A theorem on series of positive terms.

Given a convergent series of positive terms
oc

« = 2^ = «! 4- + • • • + an d------- (an > 0).
n = 1

(9,1)

Together with this series we shall consider all series having
the form

00
2 enön = el«l +^«2+ • • • +en«n+ ’ 
n = 1

(9,2)

where the e s independently of each other take on the values 
0 or 1 . Each of these series (9,2) is convergent, and its sum 
satisfies the relation

0<Z<’„"nS«- (9.3)
n — 1

We shall now prove that the set of numbers, whose elements 
are the sums of the series (9,2), is closed. Let

S] = an + «12 +•••+«! n +'• '

S2 = 021 + «22 + • * * + «2n + • • •

Sn — am 1 + "» 2 + ' " + «„>„ + ' ' ' 

(9.4)
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be a sequence of series of the form (9,2), i. e. amn has for every m 
one of the values 0 or an, and let furthermore the sequence

S1 ’ s2 ’ ‘ ’

be convergent to the limit value s. We shall now prove that 
among the series (9,2) at least one has the sum s. In the se­
quence of numbers

at least one of the numbers 0 or cq will appear an infinite 
number of times. Let a* denote one of these two numbers 
satisfying this condition. In the sequence of pairs of numbers

(«11 ’ ali)’ («21 ’ a2%)’ * * * » (am 1’ am2^ ’ ' ' '

there will, consequently, be an infinite number having a* in the 
first place. Let a* be a number which in the corresponding 
subsequence appears an infinite number of times in the second 
place. In the sequence of set of numbers

(«11, «12, «13), («21, «22’ «23), ’ ' («ml» ani2’ '

there will thus be an infinite number having (a*, aj) in the 
two first places. Let a£ be a number which in the corresponding 
subsequence appears an infinite number of times in the third 
place. By continuing this process the number is defined for 
every n . The series

(9,5)

is, being a subseries of (9,1), convergent, and we shall now 
prove that it has the sum s. Suppose we for the present term 
the sum of it s*. The convergence of (9,1) implies that to a 
given ¿>0 we may determine N, such that

n=Ar+l

Moreover we may, among the series (9,1), determine one having 
in the N first places



Nr. 9 39

sf — «ï + 02 + • • ■ + a¡ V + 1 + a¡ v + 2 + • • -, (9,6)

and such that s

Accordingly we have

1 s* — s | = 1 (s*— (aj* + • • • + <$) - (s,— (aï + —*• «»)1 + (\— $

< 1 s* — (a£ + • • • + a£) | + ps,-(a* + ••• +«P I+1 »-’1

Hence we obtain 
s* = s

and the proof is completed.

10. Bounded measures having 331 as defining region.

In 11,3 we have already mentioned the class of sets S3*, the 
so-called Borel class, defined in the interval (0,1). The interval 
[0 <æ<l] was termed Now let y be a bounded measure 
defined in 33 j, i. e. </• (£i) < oc. On such a measure we shall 
in this section prove the following theorem:

The set of numbers whose elements are the values of a bounded 
measure y defined in 33 x is closed.

Together with the measure we shall consider the function 
f(x) defined in 0 < x < 1 determined by

y ([° S x< «1) = /(«)
/•(0) = 0. (10,1)

The non-decreasing function /’(.r) may then be decomposed 
to the form

f (æ) = 0 (□?) + h (x)

(cf. (8,2)), and this decomposition givesr ise to a decomposition 
of y to the form

$P (A) = 9^ (A) + (A) (1 0,2)

for every Af®1 (cf. (8,6)). The set of points of discontinuity of 
the function f(x) is at most an enumerable set • We
have previously shown that the set of numbers 3/t, whose 
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elements are the values of cpl (A), is closed. We have further­
more (cf. (8,10)) proved that

<P2U) = (10,3)
¿,.e.LV

for every As®!. The set of numbers M2, whose elements are 
the values of <p2(A), has (cf. (8,12) and (8,13)) either the form

ei S G'i) + e2 $ (£2) + • • ■ + en S (¿n) (10,4)
or

e]S(ïi) + e2S(i2)+ +^S(U+ •••• (10,5)

If the set of numbers is of the form (10,4), it is obvious that 
it is closed, as it is finite. If it is of the form (10,5), we may 
from the result obtained in the previous section conclude that 
it is closed.

The set of numbers M, whose elements are the values of 
y (A), is according to (10,2) produced by adding elements of 
M2 to elements of Aft. If we can prove that the sum of an 
arbitrary element a of and an arbitrary element ß of M2 
gives an element of M, our proof will be completed. Let, there­
fore, (A) = a and y2 (B) = ß, AeS1, BeS^. Our task is 
now to show the existence of a set A:’e93t, such that

y (A*) = a 4-/?. (10,6)
If we put

A* = (A — AN) + /LV, (10,7)

we have A:i:e®1. It now follows, on account of (10,2), that

y(A*) = <p(A-AN) + 9>(BN) = ]
(10,8)

(A - AN) + y2 (A — AN) + (BN) + y, (BN). |

AN being at most an enumerable set, it follows that

ÿl(AN) = 0. (10,9)

From A—ANczJi^— A" follows

0 < ^(A-AN) < (j>2(Et — N) = 0. (10,10)
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After the analogy of (10,9) we have

yi(BN) = 0. (10,11)
Finally we derive

y2(/LV) = ¿\SG,.) = y2(B) = ß. (10,12)
S.eBX

Comprising (10,8)—(10,12) we get

cp (A*) = « + 0 + 0 + /?= a ß.

Hence the set A* has the property expressed by (10,6), and 
the proof is completed.

11. Bounded measures in abstract space.

In this section will be shown that the theorem on measures 
defined in 93t, formulated and proved in 111,10, is valid in the 
abstract space too.

Let E be an arbitrary set, and let l)e a class of sets 
containing E. Further let ip be a bounded measure defined in 
5, i. e. ip (E) <oc. Without loss of generality we may assume 
that tP (E) — 1. On such a measure we shall in this section 
prove the following theorem:

The set of numbers whose elements are the values of a bounded 
measure ip defined in § iS closed.

To prove the theorem we shall make use of a representation 
from the class of sets § to the class of sets whereby the 
theorem is retraced to the theorem proved in the previous section.

Let
At, A2, • • •, An,• • • (11,1)

be a sequence of sets all belonging to and for which the 
corresponding sequence of numbers

V>(A1),i/>(A2),---,^(An),--- (11,2)

is convergent to the limit value <pWe now prove the existence 
of a set AeJ, for which

it* (A) — f/. (11,3)
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Without loss of generality we may assume that A2 = E — 
The importance of this special choice of the set A2 will be 
evident later on.

The coupling mentioned above will now be carried out by 
two stages:

I).  To E is coupled the interval (0,1). To the sets = Ax, 
Co = 0 and C2 = E— At, all belonging to $, are, in the order 
given, coupled the intervals (0, ^), (-3, 5) and (3, 1). The sets 
Cn = AXA2, Clo = 0 and C12 = Ar(E —A2), which are all sub­
sets of Cj and have the sum C\, all belong to To these are 
coupled, in the order given, the intervals (0,9), (9,5) and (|,|). 
The sets C21 = (E — A])A2, C20 = 0 and C22 = (E — At) (E — A2), 
which are all subsets of C2 and have the sum C2, likewise 
belong to To these are coupled the intervals (§, 9), (9, |) 
and (^ , 1). The sets C1U = A! A2A3, Cll0 = 0, C112 = A1A2(E — A3), 
Cl2l=-A^E -A2)A3, C120 = 0 and C122 = A1 (E - A2) (E- A3) 
all belong to A - To these are coupled the intervals (0, ^7), (27 /7), 
(‘27’ u)> (o» 27)’ (A’¿7) and (aS7> b)- Thus we go on infinitely. 
Each of the produced C-sets will belong to [y. It is a product 
of as many factors as the number of indices. A number 0 in 
the last place of the series of indices means that the set is 
empty. A number 1 in the /fth place of the series ol indices 
means that A appears as a factor, whereas a number 2 in the 
//th place means that E — An appears as a factor. Thus we give 
as an example

^1121^121 ~ AyA2(E — A;i)A4A5(E — Ag) A?

^2121120 ~ 9.

As an illustration we have in fig. 1 (cf. the end of the paper) 
given an outline of this decomposition and the corresponding 
intervals.

II). To each number of the form

(n positive integer, k — 1, 2, • • •, 3n — 1)

is now coupled a set C k . If the number
3"

is in the interior of

an interval, to which we have above coupled the empty set,
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C;. is put equal to the empty set 0. Concerning an end point of
3"

one of the intervals shown in fig. 1 we shall, however, proceed
as follows. We select all the sets in our outline of which 

end point of the corresponding interval is the number n 

whose series of indices does not comprise the number 0, 
Ck equal to the product of these sets. $ being a Borel ring,

one

and 

and
and

3"
all the sets in fig. 1 belonging to the same will be true for 
any set C. By this method we get

3"

(11,4)

and so on.
The decomposition (fig. 1) carried out in I) is now modified 

as follows. To the set E is coupled the interval 0 < x < 1. To 
the sets C,— Ci,Ci,0,C2 and Co — C2, in the order given, are 
coupled the interval 0 < x<|, the point x — |, the interval 
|<æ<3, the point x — ^ and the interval §<æ<l. To the 
sets C,,—Ci, Ci, 0, C2, C10 —Ca —Ci (which, as we know, have 
the sum Cj — Ci) are coupled, in the order given, the interval 
0 < x < ¿ , the point x = %, the interval |¡ < x < |, the point 
x = <5 and the interval %<x<^, and so on. This new decom­
position of E and the corresponding intervals are outlined in fig. 2.

It must be emphasized that any of the sets appearing in the 
outline fig. 2 belongs to $, as well as the fact that each of the 
sets appearing in the sequence (11,1) are obtained by summa­
tion from the sets in the figure. For instance we thus hirve

Ai — (Ci — Ci) + Ci
and

A2 = (Cn — Ci) + Ci + (C21 — Cg — ep + Cg + Cg.

Now we shall introduce a function f(x) defined in 0 < x < 1, 
which is done by the following definitions:
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1) /(O) = 0.
2) Let æ* be a number of tbe form -- (n positive, integer,
k — 1,2, • • - , 3n). We then put **

f(x'-) = (11,5)

where C* is tbe set coupled to the interval 0 < a? < a:*. As an 
example we thus get /’(l) = tp (E) = 1, /’(b) = ip (Cx— Ci), 
/'(|) = V/(C1), /"(i) ='’/'(^'l + ^21 “ C,])- Especially we observe 
that f(x) has, for every x* > the value 1, because the set C22 
(on account of tbe special assumption that d2 — E — Ar) is empty.

If and t2(>.t¡) both are of the form ~, we get

/•(æ2) -/’(æj = ip (D) > 0, (11,6)

where I) is the set coupled to the interval a^ < a-< a*2.
By this definition of /’(a-) the function acquires the following 

property: if x*(< 1) as well as a-,, a2, • • - , xn, ■ ■ ■ are numbers 
Zcof the form -, for which a^ < a2 < • • • < an < • • • < .r:’: and 

lima? = x*, then the equation
n

^mf(xn) = f(x*)
n

holds true.
This is understood in the following way. Denote by I)n the 

set corresponding to the interval 0 < x < xn, for any n, and 
denote by C* the set corresponding to the interval 0 < x<x*. 
It now remains to be proved that

lim ip(I)n) = ip(C:).
n

For any n we have Consequently we obtain

From we may next con­
clude (see VIII page 9) that

lim i/;(C* —Dn) = (7T( :̂;: —^n))-
n n

(H.7)
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From our construction it is, however, easy to see that

7J(C*-D„) = 0,

together with which (11,7) gives

lim ip (C*— Dn) — ip (0) = 0,
n

which was to be proved.
The function has the same property also for x* = 1, because 

f(x) has, as above remarked, the value 1, when x is of the form 
k 7— and greater than —.

3) Supposing further that x0 is a number which is not of the 

form —. Corresponding to this we choose a sequence of numbers
3n k

x, x.->, • * ■ , x , * * ■ which all have the form n , and for which

xx < x2 < • • • < xn < • • • < x0 and lim xn = x0. We shall again 
n

denote by I)R the set corresponding to the interval 0 < x < xn . 
The set <5 I)R is at once seen to be independent of the sequence 

n
chosen and dependent only on <r0. We now let the set ® 
correspond to the interval 0 < x < x0 and write

/(.<■„) = (11.8)

by which the function f (x) is defined for each x in the interval 
0 < x < 1. From jDxcD2c • • • c Dnc - • • follows (see VII page 9)

and hence

ip Dr^ = lim ip (/)n)

/■(x0) = lim^(79n).
n

(11,9)

About the function introduced by these definitions it now 
remains to be proved that it is non-decreasing and continuous 
from the left in any point.

We shall first prove that /(x) is non-decreasing. Let xx < x2.

If xx and x2 are both of the form — the assertion is a con-
3'
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sequence of (11,6). We next assume to be of the form —, 
3n 

xx, however, not having this property. For each x of the form

— and less than we have f(x) < f(x¿), according to 
3
which (11,9) gives /’(x1) < The remaining cases are now 

dealt with immediately by insertion of a number of the form --J J ,,n
between rq and rr2. 0

Hence it is obvious that f(x) is continuous from the left in 
every point x, it being possible to find for any ¿<0 a number 

x’< x of the form , , for which
3

/’(æ) — /‘(æ) < f- •

f(x) being non-decreasing and continuous from the left, we 
may, according to 11,8, to f(x) determine a measure defined 
in such that

y ([ci < .r </?]) = / (/?)—/(a) (11,10)

for any choice of a and b, 0 < ci </> < 1 .
Together with this Borel ring we shall consider the 

smallest Borel ring in E, containing all the sets of the sequence 
(11,1) Aj, A2, • • -, An, ■ ■ ■. This we shall call The defining 
region of ip being the Borel ring any set belonging to 
will belong to as well. We know that the set of values of 
the function of a set cp is closed (see preceding section). If we 
can now prove that any value assumed by ip at is assumed 
also by y at , and conversely, the proof of our theorem will 
be completed.

It is obvious that must contain each of the sets shown 
in the decomposition, fig. 2, and as any A may be produced 
by summation from these sets, may also be defined as 
the smallest Borel ring containing all the sets appearing in 
fig. 2.

fhe class of sets consisting of all finite sums of the sets 
given in fig. 2 is a ring, and according to the preceding con­
siderations the slightest extension of this ring to a Borel ring 
is just the class of sets •
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We now first observe that if C is a set in fig. 2, to which 
is coupled a point .r0,

^(C) = y(x0) (11,11)
holds true.

As y (x0) = /‘(x0 + 0) — f(xo), we have consequently to prove 
that

i//(C) = /■(æo + 0) —/(æo)- (11,12)

We choose a sequence of numbers xlf x2, • • -, .r , ■ • • , for which
.rx > x2 > • • • > xn> • • • > x0 and lim xn = x0, and for every n 

n
we denote by Dn the set coupled to the interval ,r0 < x<xn. 
Hence we get Dx Z)2 • • • Z).Dn zo • • • , and, owing to the special 
procedure of the decomposition, = Hence

n

xp(C) = y(J~[Dn\ = = lim (/'(^n)-/’Cr0)) = f(xo + 0)-f (Xo),

which was to be proved.
If D is a set in fig. 2 to which is coupled an interval 

Xq<x <xx, we have analogously

t/?(D) = ÿ ([æ0 <x-<.r1]). (11,13)
Since

y ([x0 < æ < æx]) = y ([x0 < X < xx]) — y (.r0) = 1(1114)
/■(æi) — /(æo) — i/’(æo + 0) —/’(æo)) = ffa) — f(^o + 0) » î

we have consequently to prove that

= A^i) —/■(æo + o)-

C denoting the set coupled to. the point .t0, we get

V-(D) = V'(Ö + C)-V'(C)

which, if we apply (11,12), will give

i^(D) = (/(iei) —/(æ0)) — (/‘(æo + 0)—/(æo)) = f(*i) —/X^o + 0) »

which together with (11,14) gives (11,13).
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Finally, suppose A to be an arbitrary set of the class of 
sets . We can then to this set determine a sequence of sets

K2, ’ ' Kn, ■ ■ - , in which each Kn is a finite or enumerable 
sum of the sets appearing in lig. 2, and such that

1) /kj • • • Z)/in=) • • - ,

2) Ac/in for every n,

3) ip (A) — lower bound ip (Kn) — limi/>(Æ;i),
II

(see page 10). To eacii set I\n in we have a corresponding 
set Zn in , and according to the remarks above on the special 
cases they satisfy

1) y(/n) = WQ
and

2) ij d • • • d/;i □ • • •.

Since the sel I belongs to , and
n

VÍTI = 11111 = 11111 = V'U)’
\ n / 11

In is a set in £3] having the property wanted. In nearly the 
II

same way the other half of the proof may be carried out.
Each of the numbers appearing in the sequence (11,2) are 

thus taken on by al £3X. Consequently also the value g is 
taken on by at Tj, but according to the preceding this value 
is then also taken on by ip at and thus by ip at and 
our proof is completed.



PART IV.

Bounded measures in abstract space.

12. A theorem on two bounded measures having $B1 as 
defining region.

In this section we shall establish a theorem on bounded 
measures defined in 53x, comprising as special case the theorem 
proved in III, 10. 93x will as usual denote the Borel class on 
the interval (0,1), where the interval [0 < x < 1] is denoted 
by Ex. Now let y and if be two bounded measures defined in 

. Without reducing the generality of our research, we may 
assume that ip (Ef) — if(Ef) — 1. Now let A be an arbitrarily 
chosen set belonging to 2% . The point (y (A), if (A)) will then 
belong to the unity-square 0 < x < 1, 0 < ij < 1. About the 
set of points of the unity-square, obtained when A runs 
throughout , we shall prove the following theorem:

The set of points which is determined by (y(A), if (A)), 
inhere tp and if are bounded measures defined on 231( is a closed set.

Together with the measures y and if we shall consider the 
f¿ (x) defined on 0 < x < 1 and determi-

0 for a — 0

y ([0 < æ < a]) for a > 0 ,

0 for a — 0

if ([0 < x < a]) for a > 0.

functions /j (a?) and f2 (x) may be written 
in the form

functions /] (x) and 
ned by

A («) = <

and

The non-decreasing

D. Kgl. Danske Vidensk. Selskab, Mat.-fys. Medd. XXI, 9 4
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ti (æ) = 9i (x) + (æ)
and

/2 (æ) = 9'2 (æ) + ^2 (æ)

(cf. page 26), and correspondingly will arise a decomposition of 
(f> and ip

ÿ (A) = tp1 (A) + </>2 (A) I
and (12,1)

tp (A) = i//x (A) + ip2 (A)
for any AeQ3t.

From (12,1) follows

(y(A), ip(A)) = (yt(A), ^i(A))+[^(A), <p2(A)).

We shall first show that if Mx and M2 are sets, both belonging 
to 23x, and for which

(sPi GA)> 'Zh (A/x)) = («, ß)
and

fr2(W2), ^2(A/2)) = (z,0),

then we may determine a set Mt^y, for which

(y (M), ip (M)) = (« 4- y, /? d).

Let the set of points of discontinuity of the function f\ (a?) be 
the, at most enumerable, set Nx = (£nJ. Similarly let N, — 
denote the, at most enumerable, set of points of discontinuity 
of the function /2 (.r)- The sum of Nx and N2 is termed N, i.e. 
N — Nx -¡-N2. As the set Me^Sy we may now use the set

M = (My — My N) + M2 N.

From (12,1) follows

y (M) = <P (My - My N) + y (Mo N) = I
(12,2) 

yx (My - Mi N) + y2 (Mi - Ml N) + yx (M2 N) + y2 (M, N) . J

My N and M2 N both being at most enumerable sets, we have

yy(MyN) = yx(M2N) - 0. (12,3)

From My — My Nez Ey — Ny follows

y2(My — My N) = 0. (12,4)
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Finally we derive

% (M, N) -Y'sri (s,.) = £ Sft (J.) = y, (M,) = r. (12,5)

i.e.W..X ¿'.eA/aA’i

Thus il follows from (12,2)—(12,5) that

y> (M) — a T 0 T 0 + y.

In analogy it is seen that
= /3 + Ó',

and we have proved our assertion.
Henee we can, as in section 111,10, conclude that if the sets

of points
(9-1 (3), Vh (3))

and
(9'2 (3), V'2 (3))

are both closed, the set of points

(<e(3), 1/' (3))
is also a closed set.

In the two following sections we shall deal with these 
special cases.

13. First special case.

Let y and i/j be bounded measures defined in , and let 
the two non-decreasing functions /\ (t) and f2 (t) be defined by

fi (a) =

and satisfy

and

for any choice of t

0 for a — 0

tf ([0 < t < a]) for a > 0

0 for a = 0

7/7 ([0 < T<a]) for a>0

(.Tj , To) = Vf¡ (.7’1 , To) 

/^(.Ti, To) = V^CTl To) 

and t2, 0 < Tj < ay, < 1.
4
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The set of points of discontinuity of j\ (,r) is the, at most 
enumerable, set A\ = and the set of points of discontinuity 
of /o (.r) is the, at most enumerable, set .V2 = The sum of 
A\ and A2 then again is at most an enumerable set, termed 
A’ = For any AeQ.^ we now have

and

? (a) = y sft

ip (A) = V ,s/:. (;,A
(13,1)

(cf. page 35). In the following the set A’ is assumed to be 
enumerable, and we put

y, «„) = «„ (ao i
and ? (13,2)

y, o). I
Hence we obtain

(sp(A), ip(A)) = ¿V,, />„). (13,3)
\/i -1 n =1 /

where eR has the value 1, if £ belongs to A, and otherwise 
the value 0.

We shall now show that the set ’ (y (A), (A)) is closed.
Suppose At,A2, •••,A/[, ••• to be a sequence of sets, all be­
longing to Ay , and for which the sequence of points (gp(An), 

is convergent to the limit point (s, t). We shall now 
prove the existence of a set Ae5315 for which

('/’(A), ip(A)) = (s, I).

In section III, 9, where a method how to determine A* (re­
spectively A**) as a subset of N has been given, we .have 
already proved the existence of a set A*, for which <p(A:i:) = s, 
and a set A**, for which ^(A**) = /. A closer analysis of the 
process of choice will immediately show the possibility of 
determining a subset of N, for which both ÿ (A) — s and

(A) = /. More precisely, if only A is determined in the 
way shown, such that y (A) = s, it will be an immediate 
consequence that </'(A) = t.
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14. Second special case.

Let <j> and i/i be bounded measures delined on . We shall 
in this section assume that the non-decreasing functions /i (.v) 
and (.r), corresponding to (j> and ip, given by the definitions

I 0 for a = 0
A («) = ]

I cp ([0 < .r<n]) for a > 0 
and

I 0 for a = 0
A (a) = ]

I ([0 < .r < a]) for a > 0

are both continuous in the interval 0 < .r < 1 , and we shall 
show that the set of points

MM MMMeSi, (14.1)

is closed. Without loss of generality, we may assume that

fjP (^1) = lP U-i) = 1 •

In order to simplify the writing, we shall further in this section 
use the letter E instead of Ej to denote the interval 0 < a* < 1.

According to the theorem on decomposition, page 14, y may 
be written in the form

5P = 9’/. + sps, (14,2)

where is ///-continuous, and* cj>s is ///-singular. Thus yfc(A) 
will have the value 0 for each Ae331( for which /// (A) = 0, 
and there exists a set Arei\ where ///(A’) = 0, such that çps(A) = 0 
for each Ae®j which is a subset of E— Ar.

tp, being ///-continuous, there will exist a function / " 0
defined in E, such that

nM) = jj/VME) (14,3)

for each AeSj. (see page 20).
It follows from A — AA’cE— A' that

ys(A) =•-- 9>s(AA7), (14,4)
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and from î/, (AN) = 0 that

<T,(AN) = 0, (14,5)

according to which (14,2)—(14,5) give

,.(J) = 9.(AA') + $/V(dE) (14,6)

for each AeQ^.
Our first problem is to find out what values y can take on, 

when ip is lived. Suppose / to be a lived number of the inter­
val 0 < r < 1. We shall now consider all sets Ae53x, for which 
ip (A) = The existence of such sets is evident on account 
of the continuity of the function /) (.r). Let A} and A2 be two 
such sets. We thus have

V>(AX) = ip (A2) = /• (14,7)

Suppose, furthermore, the numbers « and ß to be defined by

y(AjN) = a and Ç/'i/'(d/f) = ß. (14,8) 
•.i.

We can then prove the existence of a set AeIÖj, where ip (A) = /, 
for which

y> (A) = a ß ■

As a set A we may use

A = A1N + (A2-A2N),

for from ip (N) — 0 follows

ip(A) = ip (A.) = y,

and by means of (14,6) we get

<¡p (A) = (AjxV) + (A2 — A2N) = « + y ((A2—A2xV) A') + (d^)
<i2—,t?.v

— a + ß

since (A2 — A.,N)A’ = () and ^/i/i(d/i) = 0.
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From the above follows that if, only, we can prove that each 
of the addends in (14,6) runs throughout a closed set, when A 
runs throughout the sets belonging to 53,, for w hieb ip (A) = y, 
we have also proved that the set of values of y (A) is closed.

The set of values of y (AN) we shall prove to be a closed 
interval, which is moreover independent of /.

Let A be a set belonging to Q3X, and for which ib (A) — y. 
Thus we immediately derive

0 < y (AN) < y(N). (14,9)

Since ip (N) — 0 we have for the set A* — A — AN that

(A*) = = r
and that

y(A*N) = y((A—AN)N) - 0.

For the set A** = A -f- .V = A + (AT — AN) we have

(A**) = V' (■•') = r

y (A»» .V) = y ((A + W) JV) = y (¡V).

Consequently we have sets for which the signs of equality in 
(14,9) hold true. We have now to prove for each number be­
tween 0 and y(N), the existence of a seL with y having this value. 
Let A, denote the set [0 < æ<f], and let Bt denote the set NA, 
belonging to 53, for any t. We now put

B = A* + B,
and have for every t

t/j(B) ip(A*) + ip(Bt) - ;•

since ip (N) — 0.
The function g (t) is introduced by the definition

g(t) = y (BN) = y ((A* + B,) N) = y(BfN) = y(B,).

It is obvious that g (t) is non-decreasing. We shall further prove 
the fact that it is continuous. If h denotes a positive number, 
we see that
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ff (í + A) - ff (/) = <f (li, + - </. (B,) = y (li, + „ - B,) =-

9> ( V (■< +<f (•-!, + = - A (' + />) - A <0

holds true.
fi(x) being assumed continuous, we see that g (I) is contin­

uous from the right. Similarly we see that ,7 (/) is continuous 
from the left. Thus the function 7 (¿) lakes on any value between 
g (0) = 0 and g (1) = 7 (A7), and the proof that the values of 
7 CAA’) make out a closed set is completed. Now remains an in­
vestigation of the set of values of

Ae®! running throughout the sets for which 1//(4) = /. We 
shall again show that the values make out a closed interval-

In our proof we shall apply the following lemma:
For any number ¿¡ of the interval 0 < £ < 1 we can determine 

a set for which if (Ac) = £, and a corresponding number
a-c such that

[f<az] cA¡c[f< ôç], (14,10)

and this determination may be carried out in such a way that

rlSi<ZÄ£2 for ?i<ÿ2-

To prove this we shall define two functions

F(a) = if([f< a]) 
and

G (a) = </'([/■ < a])

having a > 0 as defining region.
Since [f<a] <=[/’< aJ we have

F (a) < G (a),

and similarly we see that

F(a1)<F(ai) for ax < a2 
and

G (aj < G (a,) for a1<ao.

(14.11)

(14.12)

(14.13)

(14.14)

(14,10)
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Our next problem is to prove that the function F (a) is con­
tinuous from the left, and that the function G («) is continuous 
from the right in every point. Let

< a2 < • • • < a < • • • < a and lim = a,
n

follows that

— ([/ <«„]) = ^([«n S /' «])■

H [«„ £ f< a] = 0
II

follows that

lim (F(a)—7*'(ctn)) = lim ([an < /'<«]) - 0, 
n n

i. e. F(a) is continuous from the left. Now let

m > a> > • • • > « >•••>« and lim a = a,1 - il nn
we then analogously obtain

G (an) - G («) = ip ([/' < aj) — ip (I/' < a]) = ([« < /' < «J) •

On account of
7T^<f < = 0

we obtain

lim (G (a;¡) — G (a)) = lim tp ([« < /' < aj) -- 0,
11 II

i. e. G(fl) is continuous from the right.
For a fixed value of £ in the interval 0 < £ < 1 we now have 

to determine the upper bound of the values of a for which 
F (a) < £. We shall term the latter etc, and we have a¿<oc.^2) 
F(a) being continuous from the left, we gel F(a§) < £, and G (a) 
being continuous from the right, (14,14) implies the fact that 
G(«¿) < £. Hence we obtain

l/H[/<«í|) < Í < !/’([/■<«;!)• <14,16)

1) It is easy to see that < £2 implies a¿ < a£2.
2> It follows namely from F(a) — W([f<a])< £ for every a that «Pdf^al)^ 

1—£>0 for every a, and hence further that 00]) >0, in nonconformity
to <¡p being finite.

it then

F (a)

Since

it next
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Concluding after the analogy of the proof page 55 it is obvious 
that in the set [f — oc] there is a subset eS3x having any 
measure between 0 and ip ([/’ = as]).

Accordingly we can determine a set Ace£\ where ip (A c) — 'S, 
such that

[f<a¿\ cAc c[/’ < a-¿\.

Furthermore it is immediately obvious that this process of determ­
ination may be carried out in such a way that

Ac g A c for A < ,

and the proof of our lemma is completed. 
We shall now again consider

nU) = J

for the sets Ae53lr for which ip (A) — /. As to the special values 
of /, X = 0 and y1, the case is evident. Thus if AeO^ is. a 
set for which ip (A) = 0, we obviously have (A) = 0, and if 
AeSSj is a set for which ip (A) — 1, we have <pA. (A) = tpk(E) — 
(pk(E — A) — <pk(E), since ip (E — A) = 0. Suppose next / to be 
a number of the interval 0</< 1, and let A,,be the set determ- 
ined by our lemma. We can then prove the inequality

J/W«) > jj f<p (.<11- ) (U.17)

for any Ae23x for which ip (A) — /.
First we notice that 

and

•.1 ¿p,—.1.1 •'.1.1
/ / / /

(14,18)

ip(A-AAJ = ip (A?~ AA^).
where
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By means of (14,10) we next see that /’> a., for the set A— AA.,, 
and that / ‘<¡ a„ for the set A,,— AA,,. Hence we obtain

<4 —.4.4,, ¿4,,—.4.4,,

according to which (14,18) will give

jj/V'Wß) >

which was to be proved.
Analogous to (14,17) we can show that for each Ae^p for 

which ip (A) = y, the following inequality holds true

(14,19)

where Aj is the set determined by our lemma.The set E —Aj_ 
we shall denote A*, and we then have

(A --) = ip (E) — ip (At_r) = 1 — ( 1 — ;) = y.

Similar to (14,18) we have

and

where

( ftp (dE) - ( pip (dE) + Í ftp (dE) 
At «'.I—.i.i* •'.i.I*

</»(.!-,1.1*) - —AA*).

From (14,10) follows

(14,20)

from which it is obvious that /'> for the set A*-—AA*. 
Similarly we derive from (14,10) that / < for the set 
A — AA*. This being so, we obtain
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\f*p(dE) < \fip(dE)
•'.1—.1,4* <4* — .4,1*

Nr. 9

according to which (14,20) will give

jj/V('«O <1¡/!/<(<//•:),
J ''--‘i-;-

which was to be proved.
If we comprise (14,17) and (14,19) we get for each de53x, 

having ip (A) = y,

Ay 1

(14,21)

and we shall now show that takes on any value in the

closed interval from (/'</' (rfA-)

For that purpose we form the function

H(i) = \fipGllO, ()<?<! (14,22)

where dt and d¿ + „ are the sets we have determined by means 
of our lemma, yet especially fixing d0 = 0 and dx = E. For 
any £ we then have

Further we derive

and
H(1~Z) = (/>(</£) =

•’■<1—‘l-r 

(14,23)

(14,24)
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It now only remains to be proved that the function H(£) is a 
continuous function in the interval 0 < £ < 1—.

We shall first show that the function //(£) is non-decreasing 
in the interval 0 < S < 1 —For that purpose we shall, for 
^<£2, consider

*i+z *i

For brevity we put

Ac ,— Ac — C and Ac +v—Ac = I), *2+y *2 > / *1

and we thus have

H(?2)-H(ÿx) = (/■^(dF)-(/’^(d/i) = \fip(dE)-\fip(dE) (14,25) 
•'c *'i> ec—cn Jd—cd

where
ip(C-CD) = ip (J)-CD).

I?rom (14,10) we derive

f(x) > max(ag2, for xeC— CD
and

f(x) < min [n¿2, for xeD — CD,

which inserted into (14,25) gives

H(£2)-Z7(?i) > ip (C — CD) ■ [max {a?¡¡, a¿i+),} — min {a¿2, aç1+/}] > 0,

which was to be proved.
In order to show that H (£) is continuous from the right 

in any point of the interval 0 < ><1—/ we shall now for h 
positive and sufficiently small consider
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For h < y we have
F F G = A c+h+.,

and thus we derive by means of (14,10) 

since ip (A’c+h+y — A¿+j/) = h. Hence we get

yfip (dE) -*■ 0 for /i -* 0. 
*F—FG

In analogy we find

{fip(dE) = \fip(dE) < h- ac + h,
‘G~FG ^^+h-Ai

hence
\fip (dE) -> 0 for /i —> 0.
•’G—EG

(14,27)

(14,28)

From (14,26), (14,27) and (14,28) it thus follows that H (5) is 
continuous from the right. To show next that H(£) is con­
tinuous from the left in any point of the interval 0<£ < 1 —y, 
we consider for h positive and sufficiently small

in which we have put

(14,29)
•A — KE ¿E — KL

A¿ + .,— = K and /1¿_/l+,,— A¿—h — F.

For h < y we have

K — KL

and hence we get by means of (14,10)
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since ip (A¿+,, — A¿_h+,) = /i. Hence we obtain

\ f ip (dE) -> 0 for (14,30)
¿K — KI.

In analogy we obtain

[fip(dE) = ifip(dE) < h- a,
*L — KL ¿it—.It ,

S 5— ll

since ip (A¿— A¿—It) — h. Hence we get

(fip(dE)~+0 for /i —> 0. (14,31)
•7. —A7.

According to (14,29), (14,30) and (14,31) we see that //( Ï) is 
continuous from the left. And now we have proved that the 
values of

!) The
tion of the

number a- .i + ;
conditions for

being not introduced for 5 = 1 — /, a special investigu­
ai—/ is required. In this case we have

¿K—KL •'
/WE)=7j,.(E-Av/().

Al

If /<i > /io > • • ■ > hn >•••>() and J im Iin = 0 , we get
n

‘ E — A} _hD ■ ■ ■ .

According to (14,10)
Al-h„ (~^f> “l-Z/J 

for every n.
We shall now perform the proof indirectly, assuming

<rk(E—A1_Iip^ t>0 for all values of n.

If the set of numbers {«■<_-}. determined by our lemma, is not upward bounded, 
we accordingly get 

in nonconformity to !/'([/’= oo]) = 0. Is on the contrary the set of numbers
upward bounded, there will exist a number a* such that ([f^. a*]) = 0. 
Hence we have

\fip {dE) = \f^{dE) ^hn-a* <e for n > X 
•1/? —^1_A1 «• (£—Ji Ä J.|7 < w»j

which was to be proved.
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n(A) = G/'W = /)

makes oui a closed interval.
Comprising (14,9) and (14,21) we next lind that the region 

of values of y (A), 4e^1 running throughout the sets for which 
V' (A) = /, 0 / < 1, is determined by

(14,32)

and that any value in this closed interval appears as a value 
of the function ÿ(A).

Thus our proof that the set of points (</(A), ip (A)) is a 
closed set is completed if we can prove that the end points of 
the closed interval (14,32) vary continuously with respect to /.

For this purpose we shall first consider

If 0<r<l and /? (</z0) is positive and sufficiently small, 
we have 

since ip(Ay+h~A;,) = h and Ay+h cz [/' <
If 0 < / < 1 and h is positive and sufficiently small, we 

similarly get

(fip(dE)-(fip(dE) = (fip(dE) < h- a„, (14,34)

since 1/7 (A,, — A,,_h) = /i and A,, cz [/’ < a„] (as to the case / = 1 
cf. the footnote page 63). From (14,33) and (14,34) it is evident 
that the left end point of the interval varies continuously with 
respect to /. By a quite similar consideration we clearly see 
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that the right end point of the interval, which with the exception 
of a constant is equal to

varies continuously with respect to /.

15. A theorem on two bounded measures in abstract space.

In this section we shall see that the theorem proved and 
formulated in the preceding section of this part, on two bounded 
measures having as defining region, holds true in the ab­
stract space loo.

Let /< be an arbitrary set, and let $ be a class of sets, which 
is a Borel ring and contains E. Let further y and ip be two 
bounded measures defined in fs .

The following theorem will then hold true:
77?e set of points defined by

(? (A), ip (A)),

where y and ip are bounded measures defined in is a closed set.
Accordingly our problem is to prove that if

is a sequence of sets, all belonging to and for which the 
corresponding sequence of points

(</>(Ax), i/'CAj), (y (A2), îp(A2)i, -, (y (An), (An)) ,• • •

is convergent to the limit point (/, s), then there will exist a 
set Ae$, for which

(ÿ(A), -0(A)) = (/, s).

In proving this we apply exactly the same representation 
from the smallest Borel ring $h, containing all the sets An, to 
the Borel class as applied in III, 11. Corresponding to y 
and ip there will exist bounded measures and defined in 
531( and it is easily seen that to each set in there will be 
a corresponding set in such that

I). Kgl. Danske Vidensk. Selskab, Mat -tys. Medd. XXI,9. 5
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G/-, ip) = (yi. V'i)

for these sets, and conversely.
The theorem being valid for (yx, ipr) we see that there is a 

set Te$q (or weaker having the property wanted. Thus 
the assertion of the theorem is proved.

Putting y = ip it will be seen that the above theorem con­
tains the theorem of III, 11 as a special case.

16. Final remarks.

The appearance in 1933 of Kolmogoroff’s book “Grundbegriffe 
der Wahrscheinlichkeitsrechnung”1) made it at once clear to 
many mathematicians that with this book the theory of pro­
bability had won its natural place among the theories of 
mathematics. It is Kolmogoroff’s merit to have shown how 
simply the theory can be axiomatized, and how it is possible 
from the axioms to prove the theorems of the theory of pro­
bability. The number of the possible axiomatizations was im­
mense, but the system used by Kolmogoroff seems natural and 
for the applications most simple. Here the space of single occur­
rences is abstract, moreover a class of sets consisting of subsets 
of this abstract space is supposed to be given. This class is 
assumed to be a ring and to contain as an element the space 
itself. In this ring is supposed delined a non-negative, additive 
function of a set, such that its value for the abstract space is 1. 
The value of the function of a set for a set of the ring will 
then be the probability of the realization of one of the single 
occurrences contained in this set. It is proved that it is possible 
to confine oneself to regarding Borel fields of probability, (in 
a Borel field of probability the defining region of the function 
of a set is a Borel ring), introducing an axiom of continuity 
equivalent with the claim of complete additivity of the function 
of a set in its defining region.

The book mentioned above roused the author’s interest in 
the theory of probability and its applications. This interest was 
strengthened by several visits to the Stockholm University 
Institute of Insurance Mathematics and Mathematical Stati-

*) Koi.mogokoff |1
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sties1). Here was also roused the author’s interest in the theory 
of testing statistical hypotheses2), formed hy Neyman and Pear­
son. It was clear to everybody that the theory in the form it 
had obtained by then suffered from certain shortcomings, and as 
it was rather evident what amendments might be wanted, and 
what results were likely to be obtained, the problem must be 
to change the foundation in such a direction that this was made 
possible.

Unfortunately my investigations into this problem were on 
the whole without any result, as I did not succeed in giving 
them a form which satisfied me in the sense of being mathe­
matically unimpeachable, and at the same time having the 
connection with experience and practice which must reasonably 
be claimed. By my study of various questions in this connection 
I was led on to certain problems of existence, which must 
necessarily be treated first. Here too I met with difficulties, 
now of this and now of that kind. Thus it was natural first 
to try to answer these problems in the abstract space, i. e. when 
the theory was unimpeded by everything superfluous.

These investigations gave birth to this paper.
Fundamental for the present formulation and treatment of 

the problem of the testing of statistical hypotheses is the above 
mentioned paper by Neyman and Pearson, 1933. In this work 
is given a detailed account of the nature of the problem, and 
a mathematical treatment in the main features of the problems 
raised. The problem is by these two authors formulated as 
follows: Let a stochastic variable be given. An assumption of the 
structure of the distribution of this variable is called a statistical 
hypothesis. A set of observations of the stochastic variable is 
called a sample, and as a test of this statistical hypothesis a 
function of the result of the sample is now computed. If this 
sample has certain properties further stated, it will be discarded; 
whereas it will be maintained, if the function has not got these 
properties. This test is of course not absolute in the sense of 
giving us information whether the hypothesis laid down is 
correct or false, but we endeavour to arrange it in such a way

1) The author wants to express his gratitude to the institute and its 
director, Professor Harald Cramer, Ph. D., for hospitality and interest.

2) See for instance Neyman-Pearson [1J.
5*
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that it may in the long run give good results. To be more 
precise, we arrange it in such a manner that the probability of 
discarding the hypothesis when it is true, does not exceed a 
certain limit fixed beforehand, and correspondingly that the 
probability of maintaining the hypothesis, even if it is false, 
is kept under a reasonable limit. A number of calculated 
examples prove the method to be available in many cases 
arising in practice. Yet several authors have objected to certain 
special items of the theory. Thus Feller has in an excellent 
paper from 1938 shown the shortcomimg of the proposed 
procedure in a whole series of cases, which may easily crop 
up in practiceb.

It was natural at the beginning of this research to leave 
the categorical claim of dividing into two parts the sphere o£ 
samples, such that the hypothesis was maintained if the point of 
the sample fell inside one of these parts, whereas it was discarded 
if the point of the sample fell inside the other. It was natural 
to eliminate the sharp limit that must arise between these two 
parts by introducing a third set, a transition set in which the 
question whether the hypothesis is correct or false is left open.

In its simplest form this leads up to the following problems 
in the abstract space. Suppose given two measures y and ip, 
both defined in a Borel ring and about which it is further 
supposed that y (E) — ip (E) = 1 . Now the problem is to prove 
the existence of two sets having no elements in common, A and 
F in E, such that

1) <p(F) <

2) i//(A) <

3) y(A) + ^(F) as great as possible.

The investigation of this question apparently requires know­
ledge of a certain class of functions of a set in the abstract 
space, which has not yet been dealt with. This is seen in the 
following way. Let F be an arbitrary set of the space E, thus 
not necessarily subject to condition 1). Among the subsets of 
E — F there must then, according to our earlier investigation, exist 
a set Af, such that ip(Ap) < s2, while at the same time <p(AF) 

O Feller [1].
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is as great as possible. Our task is now to prove that the 
function of a set

(16.1) 

has a greatest value, when F runs through the sets for which 
9>(F) < fl.

The function of a set (F) is seen at once to satisfy the 
relation

^(Fx + F2) < ^(FJ + ^F,). (16,2)

It is obvious that a thorough knowledge of the functions 
of a set satisfying (16,2) would be of significance. As far as 
known to the author, there exists only one investigation of 
this type of functions of a set, undertaken by Banach^, but 
with Banach another condition is required satisfied at the same 
time. We can with certainty say that this condition in our pro­
blems is not accomplished.

1) Banach [1].
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